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Column-Anchored Zeroforcing Blind Equalization
for Multiuser Wireless FIR Channels

Jie Zhu,Member, IEEE,Zhi Ding, Senior Member, IEEEand Xi-Ren CaoFellow, IEEE

Abstract—We propose a direct blind zeroforcing approach to of SOS-based algorithms have been developed to rely on the
cancel intersymbol interference (ISI) in multiple user finite im-  SIMO system model in which the multiple output channels
pulse response (FIR) channels. By selectively anchoring columnsmust be diverse enough to share no common zeros [2]-[4]
of the channel convolution matrix, we present two column- . ’
anchored zeroforcing equalizers (CAZE), one without output (61, [7]’_[9]_[12]' Many of these SIMO algorithms can _be
delay and one with a chosen delay. Unlike many known blind generalized to MIMO systems so long as the number of virtual
identification algorithms, these equalizers do not need an accurate users is smaller than the number of virtual outputs [13].
estimate of the channel orders. Exploiting second-order statistics ~ SOS methods require that channel diversity be available
(SOS) of the received signals, they can retain preselected j, 1ormg of additional antennas or from oversampling output

columns in the channel convolution matrix @ is the number . . .
of users) and force the remaining columns to zero. CAZE can signals of channels with excess bandwidth. Clearly, all SOS-

effectively equalize single-input-multiple-output (SIMO) systems based algorithms rely critically on channel diversity. If there
and can reduce dynamic multiple-input-multiple-output (MIMO) ~ are common (or near common) zeros among diversity chan-
systems into a memoryless signal mixing system for source sep-nels, blind channel identification is no longer possible from

aration. Simulation results show that the CAZE is not only SOS alone, and HOS can be used to compensate the loss of
effective for blind equalization of linear quadrature amplitude information’

modulation (QAM) systems, but it is also applicable to the non- ) o
linear GMSK modulation in the popular wireless GSM systems ~ Another major drawback of many existing SOS methods

when computational cost severely limits the use of nonlinear is the fact that many tend to be sensitive to channel order

methods such as the Viterbi algorithm. estimate. When channel order is unknown, accurate channel
Index Terms—Blind equalization, digital wireless communica- order estimate is difficult to achieve and poor blind channel
tions, GSM systems, multiuser systems. identification results are common. Another feature common to

many existing blind algorithms is that they must first perform
blind channel identification [1], [9], [13]. Although channel
estimates are essential to nonlinear equalizers such as the
B LIND equalization has been one of the most active areggerhi sequence estimator, linear equalizers based on blind
of research in recent years. The potential applicatiqfhannel estimate do not always perform well since channel
of blind equalization in wireless communication is one ostimation errors tend to be magnified by linear equalizers.
the main reasons for its popularity. Although initial studies | this paper, our goal is to develop an SOS blind equaliza-
of blind equalization were focused on single-user systemgn approach that is less sensitive to channel order estimates
cochannel interference (CCI) typically arises in wireless sygng directly equalize the channel without channel identifica-
tems and has generated a great deal of research interest i} \Wwe shall focus on SOS methods that can be applied to
blind equalization of multiple-input-multiple-output (MIMO) \jMO systems for direct linear equalization. Our goal is to
systems. o _ _ _ develop a direct blind equalization approach that is less sensi-
Blind equalization typically relies on both higher ordetjye to channel order estimation. The fact that many existing
statistics (HOS) and second-order statistics (SOS) of chanfgdinods first estimate the channel response and then design the
output signals. The paper by Torgt al. [1] provided a gqualizer makes them more sensitive to channel order estimate.
fsuccessfull blind equalizer based only on SOS for singlgyr a system withd inputs, our new approach can cancel
input-multiple-output (SIMO) systems. Since then, a numbgyj jntersymbol interference (ISI) while retaining (anchoring)
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Il. PROBLEM FORMULATION Without loss of generality, we can define user indexes such
Consider a linear discrete MIMO system wituser inputs that H(0) does not have' aII—ze'ro columns.'We shall rely on the
and N outputs derived from multiple antennae and ovetS€ Of SOS of the received signaln). As in many methods
sampling. Denote the symbol sequence from ftre user as based on SOS, we assume that the_channel convolution r_natnx
{a;(k)}. Denote the input signal vector A has_ full cqlumn rank after removing all zero cqlum_ns (i.e.,
H is irreducible and column reduced) [7]. This implies that
a(n) = [ai(n), az(n), ..., ag(n)]* all nonzero columns ofA are linearly independent. If there
are indeed all zero columns, then their corresponding input
where superscriptl” represents matrix transpose. We alsgignal symbol is missing frora(m). Therefore they cannot be
denotet as the conjugate transpose operator. Let the linegicovered. Typically, when source signals do not span the same
dynamic channel be modeled by afth order finite impulse delays, there are all zero columns Hi(k). Our assumption
response (FIR) system so that the sampled channel outgliéws our algorithms to be applicable to these scenarios. Note

signal is anV x 1 vector that if this assumption is not satisfied, one may resort to HOS
M approaches.
y(n) = ZH(k)a(n — k) 4+ w(n) One necessary condition for the selection lofis that A

should have more rows than columns. It is therefore essential
that N > d. Furthermore, we assume that all user symbol

where H(k) is an IV x d channel response matrix amé(n) sequences are uncorrelated with unit variance without loss of
is anV x 1, independently identically distributed (i.i.d.) noisegenerality. It is then apparent that

vector.

To simplify algorithm derivation, we first assume zero noise E{s(m + k)s(m)'} = J* 3)
w(n) = 0. Clearly, the channel respongé&f(k)} in general
contains both ISI and CCI. When alf (k) are zeros except
for one k, y(n) has zero ISI. Let

k=0

where E{-} is the expectation operator anfl denotes the
Jordan matrix whose first subdiagonal entries below the main
diagonal are unity while all remaining entries are zeros. We

s(m) = [a(m)T7 a(m—1T, ... a(m—L- M)T]T also use notations

T JO=T1 and J7'=J". 4
om) = [y(m)”, yim — 17, ..., y(m — L)'] ®
H(O) H() - H(M) 0 0 [ll. COLUMN ANCHORING
0 H(©) H(1) -~ HM) - 0 A. Useful Definitions and Column Shifting
: . . . . . : A system matrix is said to be ISI free if it has only one
0 0 H(©) H(1) --- H(M) nonzero block column. To remove ISI #{m), one possible
(1) thought is to design a matri& so that the matrixD = GA
. . becomes an ISI-free matrix.
The vector ofZ + 1 baud output signals can be given as Applying (2), the auto-covariance matrix of the received

signal vector is
R(k) = E{o(m + k)o(m)"} = AT AT,
fork=...,-2,-1,0,1,2,.... (5)

o(m) = As(m). )

Let M'=M~+L+1. AisanN(L+ 1) x dM’ generalized
Sylvester matrix and is called “channel convolution matrix.”
Observe tha (i) hasd columns. We refer to every group ofDenote superscript # as the pseudoinverse operator. Then for
d columns belonging to ai#f () in A as a block column and A with full rank (column reduced), we have
A thus hasM’ block columns. ; i

Blind equalization needs to recovefm) from o(m) with- A(AA)TA =14 (6)

out any explicit knowledge off ands(rm). Only the structure \yhere 1, is an identity matrix except with all zero rows

of A and the statistics of(r) are known. In this paper, We cqrresponding to the all zero columns 4f Notice that due to

focus on the development of linear blind equalizers becaugg corresponding zero columns.dfand the zero rows of 4
of their simplicity. It should be noted, however, that when

sufficient computation power is available, nonlinear methods Al, = A (7
such as the Viterbi algorithm will always provide superio
performance.

For linear equalization, denot@ as the matrix operating as
an equalizer. The equalizer output is generated from

The following important observations must be made.
» Because of the structure of the matukin (1), H(0)
must be full rank as all its columns are nonzero.
» SinceH (0) is full rank, all zero columns can only appear

e(m) a Go(m) = GAs(m). among the lasf\/ block (or M d) columns.
« Among the lasti/d columns, all nonzero elements in the
ISI zeroforcing in MIMO systems is to force all entries k + dth column are shared by thgh column. Hence if

to zero except for one block column. the k_th column is all zero, so i&. + dth column.
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Fig. 1. Real and imaginary parts of the chann¢t) before CAZE.
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Fig. 2. Real and imaginary parts of the overall system impulse response after CAZE by anchoring to the fourth column.

Because zero-forcing equalizers do not take noise efféittis matrix can generate an output signal vector

into account, we first consider noiseless systems for the hd 4t NG

development of our zero-forcing equalizers. For noiseless Pro(m) =AJ"A (AA) As(m)

systems — AJM  s(m) = AT*so(m).  (11)
o(m) = As(m) = AlLys(m) = Aso(m) () Note that matrixAJ* shifts all the columns oft to the left by

where it is defined that d and as a resultdJ** is a matrix whose firstM’ — k) block

columns are the lagtM’ — k) block columns ofA while the

aoo(lgyi)l) rests have been forced to zero. Choosing M’ — 1, AJ*
so(m) 2 I,s(m) = ) . (9) s ISI free, in which only the first block column is nonzero
: and is the last block column ofi. Therefore,Pyy_1 is a
ao(m — L — M) zeroforcing equalizer.

Note thata(m) is the same as the source signgéin) except ~ Similarly, we can define another matrix
for some possible zero entries corresponding to zero columns N £ ag—kd gt N\
in A. In other wordsso(m) now only contains signal entries Qu = R(-E)R(0)" = AJ7A (AA ) (12)
that can affect the output signal vectalm). Thus, they are \yhich yields an output signal
the only signals that can be recovered fro(w:). i i

We now form the basic matrices for equalization Qro(m) = AJ™" Las(m) = AJso(m).  (13)

As J~! shifts columns to the right by onedJ *¢ consists

Pi. 2 R(WR(0)* = AJ*AT (AAT)# (10)
k= - : of k& zero block columns followed by the firéf4” — k) block
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In order to overcome both problems, we now present two
methods that can anchor a preselected block column for
5 zeroforcing equalization.
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(b) B. Fixed Delay Column Anchoring

Fig. 3. Eyes diagrams of the received signals under SNR5 dB: (a)
channel one output and (b) channel two output.

Recall the original definition of signal vectefm) and the

shifting property ofJ matrix. If we denotel,; as akd x 1

columns ofA. Once again, fok = M’ — 1, AJ %14 is the
ISI free whose last block column is nonzero and is the first
block column of A.

Both @, and P, reduce the amount of IS| dsincreases.
Whenk = M’ -1

i 0
Pyp_10o(m) = 0
LH (M )org(m)
FH(0)exo(m — M7 + 1)
Qryr_ro(m) = 0
0

which means that they are in fact both zeroforcing equalizers
by column shifting. However, two practical considerations
render them useless. First, the actual length#fdepends on

the channel length and is in fact unknown to the receiver. It is
almost impossible to have an accurate channel order estimate
for an exact column shifting. Second, due to the low-pass
nature of the channel, the leading and the trailing elements
of impulse responséZ(0) and H(M) tend to be very small.
Thus, keeping the first or last column df tends to generate

zero vector, then

J(k—l)dso(m) —

JHso(m —1) =

L From (11), we can obtain

e(m) = Py_10(m) — Pro(m — 1)
= AJF Vg0 (m) — AT s5(m — 1)
zA[J(k_l)dso(m) — J*so(m — 1)}

Ogk—1)a
=A| ag(im)

Ok—1)d
ao(m)
og(m —1)

lao(m — M’ + k) |

Or—1)a
0,
ag(m —1)

lao(m — M’ + k) |

a7 —r)d

= h(k)ao(m)

(14)

(15)

(16)
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Fig. 5. Normalized MSE of CAZE output for different data received lengths and SNR levels.

where we have defined thgh block column ofA ash(k) different column-anchoring approach that does not share this
H(k—1) weakness.
A H(k—2) )
h(k) = . C. Delay Selectable Column Anchoring
' In Section IlI-B, column anchoring is achieved by aligning
(k—L-1) signals generated b#?;_; and Py (or Q,_, and @,). The
in which H(n) = 0 forn < 0 or n > M. recovered signals from forward (or reverse) FD-CAZE must

Hence, we have successfully anchoreditieblock column come from signal arrivals with zero (or maximum) delay.
of A by eliminating all other columns. In fact, we can anchor Here we shall present a different column anchoring strategy
any block columnh(k) by selectingk such that the resulting without shifting output signals. Observe that
signal e(m) is ISI free. Because the equalizer output signal
has a fixed delay of zero, we name this algorithm forward

Jkd g—kd _ [ Ordxid 0kd><(]\4’k)d:|
fixed-delay CAZE (forward FD-CAZE).

O —wyaxkd L —wya

Similarly, reverse shift can be realized through Jkd ghd _ [ T -1y O(M’—k)dxkd}
Orax (M —kyd Osdxnd
e(m) =Qy_0(m — 1) — Qo(m) where 0,5, is an n x m zero matrix andf(y_jyq iS
=h(M' — k+ Dag(m — M") (17) the identity matrix with dimensionfM’ — k)d. From the

observations regardingi4, we have
which we shall call reverse FD-CAZE.

In the reverse FD-CAZE, it should be noted that certair(AJkd(IA = JLyT d)J ! :IAJM(I_ JJI d)J .
elements ineg(m — M’) may be zero. Hence, regardless of the (18)
choice ofk, user signals absent frolf (M) will be missing ~ We can now proceed. Based on the definition/af and
from the recovered signa{m). This implies that the ensuing (7). we have
task of source separation is made easier. On the other hand, . rkd —kd #
this is also a drawback. Zero elementsap(m — M’) also PiQy = AT LI THAT (AAT)
imply that reverse FD-CAZE cannot extract all source signals

#
: . = AL, J"T4J7 AT (AAT) 1
if there are all zero columns i#[(Af). Next, we develop a Al Iad ( ) (19)
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Fig. 6. BER of DS-CAZE and SSM based on MDL rank estimate for “Bad Urban” channels.

Thus, from (18), we have An |IS|-free equalizer output can then be obtained as
PiQ;, — Pry1Qys e(m) = (PrQ), — Pry1Qyy1)0(m) = DiI 45(m)
= AI, (JkdIAJ_kd _ J(k-l—l)dIAJ—(k-i—l)d)AT(AAT)# =Dyso(m) = h(k + Dao(m — k)
=h(k+ 1)a(m — k) (22)
_ kd d —d —kd gt T #
= AL J* (1, — I, J7 ) J7*AT(AA _ _
where the last equality holds because of the corresponding
— AL J" (I _ Jded>JfdeT (AAT)# positions of all-zero columns ih(k+1) and all-zero elements
in ap(m — k). Because its output delay can be selected
— AgM (I— JdJ—d)J—deT (AAT)#. (20) according to the anchok, this equalizer is named forward
delay selectable CAZE (forward DS-CAZE).
The critical matrix Similarly, by exchanging the roles @, and@,,, we have
Jkd(l _ JdJ_d)J_kd _ e(m) = (Qk—/lPk—l - QkPk)o(in)
=h(M' —k+ Da(m—- M +k). (23)
Okaxka Okaxd Orax (M/—1—1)d
Ousra Iy Oay(M/—k—1)d This equalizer will be referred to as the reverse DS-CAZE.
On—k—1)axka  Om—k—1)axa O —k—1)dx (M’ —k—1) Remarks:

(21) < Both forward and reverse DS-CAZE algorithms can ex-
tract source signals with zero ISI so long as the anchored

is zero except for it§k + 1, k£ + 1)th block entryI,. Hence, columns are not all zero. Unlike in reverse FD-CAZE, the
define last d columns of matrixA do not have to be nonzero.
This is one of the major differences between the two
D, 2 A(Jde—kd _ J(k+1)dJ—(k+1)d) CAZE approaches.

 If the selected columns do not contain a given source
signal, a different block of columns should be chosen

= |:0N(L+1)><kd h(k +1) 0]\’(L+1)><(]\l’—k—1)d:|- al, un :
again in order to extract the missing source signal.
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Fig. 7. BER of DS-CAZE and SSM based on MDL rank estimate for “Hilly Terrain” channels.

 In order to recover the symbol sequence of a single user, helpful because of its increased computational cost and
blind source separation algorithms [15]-[17] may be ap- possible enhancement of estimation errors due to the large

plied one(m) for CCI cancellation after ISI zeroforcing. number of matrix multiplications involved.
« In fact, based on (19) and (20), we have for any positive « It should be noted that in [19], a different zeroforcing
integern blind equalizer was proposed. Our method here uses a
" # matrix operator that generates a vector of channel input
(Pr@p)" IA(IAJMIA-FMIA) AT (AAT) estimates by cancelling ISI dynamics while the algorithm
o of [19] searches for a single equalizer filter.
= AT AT (AAT )
=PQ, D. Channel Noise Considerations
and It should be noted that both FD-CAZE and DS-CAZE

n are derived from the noise-free channel assumption. When
(PrQy — Pr41Qpyy) = PrQy — Pr1Qpyr- (24)  additive white channel noise with variane@ is presented,

Therefore, column anchored zeroforcing equalization cgﬁe auto-covariance matrices become
be accomplished also by

R(k) = AJ*AT 4 G2 05N 0 E=0,41,42,... . (27)
e(m) = [(Pr@)™ = (Pit1Qup1)™] " o(m)
=h(k)a(m —k+1) (25) The noise contribution may be subtracted if the noise level
o2 is known.

with any positive integeny, no, nz. Similarly, general-

s When the noise level is unknowm;?> can be estimated
ization can be made to the reverse DS-CAZE

from the singular value decomposition (SVD) Bf0). Since
e(m) = [(Qk_lpk_l)nl _ (Qkpk)nz]"go(m) SVD of R(0) is useful for calculating its pseudoinverse, no
—h(M' — k + Da(m — M + k). (26) additional computation cost is incurred in the SVD step. How-
ever, it should be cautioned that removal of noise contribution
It should be noted, however, that such a generalizationkg subtraction often results in poorer performance and is not
only mathematically attractive. It may not be practicallyecommended.
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Fig. 8. BER of DS-CAZE and SSM based on fixed channel length assumpfiog 3 for “Bad Urban” channels.

In our implementation, the noise contribution will not beropose several strategies for determining the final single-user
subtracted fromR(k). In fact, we only estimate the rank andoutput.
consequently the pseudoinverse Bf0) for noisy channels.
Unlike in channel identification, the estimated rank does n@at The Maximum Likelihood Estimate
affect the length of the equalizer filters. Hence the error in rank
estimation only affects the system performanceRia)# and
has less impact. N _ N o(m) = As(m) +n(m). (28)
For FD-CAZE, additive channel noise has an additional
effect on equalizer performance. Because of the signal subtrggs first derive the maximum likelihood estimate of the user

tion in (15), noise tends to be enhanced. For DS-CAZE, thefgyt for DS-CAZE algorithms. For a preselected colufn
is no signal subtraction. However, DS-CAZE reliesBRQ;.  an output vector is obtained as

matrix product which can enhance numerical errors. Thus,
the actual channel condition and system setup will determine e(m) = Go(m) = h(k + 1)a(m — k) + Gn(m) (29)
which algorithm performs better.

Let n(m) be the noise ir(m). Then (2) becomes

where

IV. CAZE IN SINGLE-USER SYSTEMS G=P.Q, - Pii1Q,

In Section Ill, we have derived several CAZE algorithms ) )
that can cancel ISI by anchoring a block column of the chanri§/@ssumed to be ideal and removes all IS¢(im). If the noise
convolution matrixA. With these methods, blind equalizers foft() is white Gaussian, the maximum likelihood estimate of
a single-user systend (= 1) can be designed easily. Howeverth® input symbol sequence is
even in a single-user communication system, the estimate 1
e(m) still generates multiple outputs. There aNgL + 1) alm—k) = T T DI h(k + 1)"(GG"#e(m). (30)
components ine(m), each of which can be viewed as an
estimate of the desired symbol sequence. When the feceivl‘%destimatdz(k), consider the covariance matrix ofm)
signals are corrupted by additive noisesm), SNR in each
component ofe(m) is different. In what follows, we will R. = E{e(m)e(m)'} = h(k+ )h(k+1)' + 02GG' (31)

ur
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Fig. 9. BER of DS-CAZE and SSM based on fixed channel length assumpfiog 4 for “Bad Urban” channels.

where all noise components are assumed to have the s@neSingle-Output Selections

H 2
variancea,. Observe from (20) that A simpler approach to determine the single channel input

may be to select one of the best equalizer outpyts:). This
GG = aah(k + Dh(k + 1) (32) may be particularly true for FD-CAZE algorithms.
One selection is to choose the one compone{af) with
where ., is the (k, k)th entries of A% (A#)7. Thus, if 4, € Maximum SNR in DS-CAZE. Ley; x be the ¢, k)th
is nonzero, we can fin&(k + 1) as the eigenvector G’ component of matrixz and 7; the ith component ofh().
corresponding to the largest eigenvalue. Otherwise, we nddyassuming that the ISl ia(m) has been removed, we have

to form E{le; 2
7{5(:3' b _ 02(SNR +1) (35)
_ 2, i K
Re = (14 oydun) bk + Dh(k +1) 33)  here SNRis the SNR of theth component o&(m) defined
by

which implies thatR,. is a rank one matrix and is spanned by B2
h(k). The vectorh(k) is then the dominant vector in the space SNR; = %
of R.. Hence k(%) can be determined as the eigenvectaoRpf AT

associated with the largest eigenvalue. Noting @& isrank 1o select an outpute;(m) with the maximum SNR, we

maximized.
a(m — k) = h(k + 1)Te(m). (34) In fact, the simplest selection is to find the equalized output
with the maximum energy as we will do in simulations that
For the maximum likelihood estimate of input sequence ifr?”OW'

FD-CAZE algorithms, the estimate becomes more complicated )

as the filtered noise covariance no longer has rank orfe. Column Selection

However, assuming that channel noise is very weak, theln general, middle columns of with large norms should be
estimate by (34) can be used in the same way. selected as they provide the strongest signal contents. Without
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................. -.......DS-CAZE without rank assumption: + .. .:.............. ... .
: DS-CAZE given rank assumption: * ' :
_________________ ~.......The best of subspace.outputs: o . ........c............ ]
: Fixed delay in subspace: square : :

102 ; : i ; i
SNR(dB)

Fig. 10. BER of DS-CAZE and SSM based on fixed channel length assumpfios 5 for “Bad Urban” channels.

prior knowledge on the size afl, we can generally selectimpulse response is shown in Fig. 1 and it closes the eye
the AMth (block) column whereM is the estimated channelfor 16 QAM. This simple channel is used to illustrate how
length. Alternatively, we can also generate several outpuisroforcing can be realized by DS-CAZE in actual QAM
from multiple column anchors and select the anchor with thgstems.
strongest output signal. In our simulation, we selecL. = 5 and & = 4. Notice
Both FD-CAZE and DS-CAZE can be directly appliedhat the channel order is unknown and estimated based on
for multiple column anchors. By choosing different delayhe information theoretic criterion minimum description length
constantk, the algorithm does not need to recomp®&)*  (vpL) [20]. Thus, the fourth column of the channel convolu-
for each delay (column). Hence, with only a modest increaggn matrix will be anchored in DS-CAZE zeroforcing. Under
in cqmputatlon cpst, muI.tlpIe. column anchors can generailr — 25 dB, 800x 2 received samples are processed. The
multiple output signals with different delays. resulting system impulse response after equalization is shown
in Fig. 2. As expected, almost all ISI is eliminated and the
V. SIMULATION EXAMPLES fourth coefficient of the overall system impulse response is
preserved. Figs. 3 and 4 demonstrate the eye diagrams before
and after equalization for SNR 25 dB. The eyes are clearly

. . ] _opened after equalization.
In this experiment, the forward DS-CAZE algorithm with We now change the channel SNR and the number of

maximum likelihood output estimate is applied to a multipathy 5jjaple data samples to test their effects on our algorithm.
channel. We select a transmitter with raised-cosine pu(se We vary the channel output SNR from 0 to 40 dB and the data

yvhose roll-off factor isj = 0.1. The raise_d—cosine pulaf{t)_ length from 100 to 320D. The normalized mean square error
is truncated tal7’, whereT’ is the baud period. The channel is NMSE) from residual ISI and noise is used as performance

:\;v:;;ys(remél;upath which results in an overall channel ImpUISmeasure. NMSE is defined as MSE normalized by the true

signal power. The results of NMSE are obtained by averaging
h(t) = p(t) — 0.5(1 + j)p(t — T/3). (36) over 100 Monte Carlo simulations and are shown in Fig. 5.

A single-user input of uniform 16 QAM is transmitted. TheThe results show that our forward DS-CAZE algorithm is

received signal is oversampled by a factor of two. The channary effective for SNR over 15 dB. In fact, even when the

A. Linear Multipath Channels
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................. “........DS-CAZE.without rank assumption:. + .. .:.............. . . ]
: DS-CAZE given rank assumption: * :
................. ~.......The best of subspace.outputs: o ... ......:.......... ... .. ... ]

: Fixed delay in subspace: square

SNR(dB)

Fig. 11. BER of DS-CAZE and SSM based on fixed channel length assumpfios 6 for “Bad Urban” channels.

data length is as short as ID0the NMSE is still significantly ~ We assume that the channel fading over one user data frame
reduced. is unchanged. The receiver anti-aliasing filter was selected
B. Simulation in GSM Systems as a root-raised cosine pulse with roll-off factor 0.1. Thg

_ i o ~impulse response is oversampled by a factor of 16. Bit

Though linear blind equalization may be more suitablgning extraction is based on maximum sampling power at the
for data systems such as telephone network and cable tr@gsiver filter output. The sampled data are then derotated, sep-
missions, its possible application in wireless mobile systeqaiaq into two subchannels, and then sent through DS-CAZE.
has always_rema|_ned attractive to many researchers. Here\& pit error rate (BER) is employed as the performance
prec;sselrc/'t a smula?og example _g)rla wwe;:es_s slystem. measurement.

i IS (3[ne 0 It eGrgclest Wi tey usti W|redeTst_commEn|- As we have already mentioned, the channel order is a crucial
cations systems. in systems, the mocuiation SCNeMG ) neter in almost all SOS-based equalizers. We compare
is GMSK, which is a nonlinear phase modulation. By a. : .

. _— . . Simulation results of DS-CAZE with the well-known subspace
suitable approximation [21], the GSM received signal can be . . : .

; . mrethod (SSM) presented in [9]. To provide fair comparison,
approximated by a linear QAM system. However, because 0 . -
) S we used the following test conditions.
the short GSM data frame and the linear approximation error, i ]
blind equalization in GSM system becomes difficult. In this * Both algorithms use the data length of 10dfm) (L =
section, we test the feasibility of the CAZE algorithms in ~ 9)- o o
GSM systems. * MDL rank estimation is used for subspace estimation in

Because GMSK signal can be modeled as a quasi-QPSK SSM and for pseudoinverse computation in “DS-CAZE
signal with almost no excess bandwidth, SOS algorithms such With MDL.” _ _
as CAZE require additional antennas be available. This adds In “DS-CAZE without MDL,” the MDL rank information
to the hardware RF cost and is undesirable. We will adopt a is not used in computing the pseudoinverseljf).
derotation method as described in [23]. However, we take thes Channel order estimate based on MDL rank estimation is
real and the imaginary parts of the derotated signal to generate used directly in SSM for channel estimation and is used
two subchannel outputs. CAZE algorithms can then be applied as the anchored column for DS-CAZE.
on these two subchannel outputs. The details of derotation for SSM channel estimate is used to form pseudoinverse of
channel diversity are provided in [24]. the matrix A for SSM linear equalization.
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¢ DS-CAZE output is compared with the SSM output witiMaximum likelihood equalizer output for single user system is
the lowest BER and also with the SSM output at thderived. Simulation results on QAM systems demonstrate good
same delay. performance by the CAZE algorithms. The channel assumption

« Only maximum energy is used to select the single D@llows difference in delay spread for multiple users in asyn-
CAZE output. chronous wireless environment. The linear method of CAZE

In each of the 100 Monte Carlo simulations, the channéfn be useful in wireless systems where the computational
was randomly selected as a COST207 [25] hilly terrain or b&@st severely limits the use of nonlinear methods such as the

urban channel with an additive white Gaussian noise.

The comparative BER’s are given in Fig. 6 (Bad Urban)
and Fig. 7 (Hilly Terrain). Clearly, the BER of DS-CAZE
with MDL is less than even the lowest BER among all SSM
outputs. Note that when SSM is implemented, the receivetl
is at no liberty to select the best linear equalizer output.
Thus, in comparing DS-CAZE with SSM linear equalization
of the same delay, DS-CAZE significantly outperforms thd?2l
SSM linear equalizer for both types of channels. It can also
be seen that the BER for “hilly terrain” channels is generally3]
higher than for “bad urban” channels. This directly reflects the
effect of longer (hilly terrain) channel delay spread on linealg
equalizers.

We now test the sensitivity of both algorithms to errors g,
in the channel order estimate. Note that we do not know
the actual channel length. Let the assumed channel order be
M = 3, 4, 5, 6, respectively. We choosé& according
the channel order estimate so th&thas minimum size as a
rectangular convolution matrix. The equalizer output estimaté&’]
with the highest energy is used as the equalizer’s output.

For “Bad Urban” channels, the resulting BER's of DS-[8]
CAZE with and without MDL compared with the BER of 9
SSM outputs are shown in Figs. 8-11. From the comparison
of BER's, it can be seen that the performance of DS-CAZE
is consistently lower while the BER of the best SSM delag}o]
varies significantly. This experiment demonstrates the lower
sensitivity of DS-CAZE to channel order estimates. [11]

The main reason for the lower sensitivity of our method is
that it is a direct blind equalization approach that does not take]
the intermediate step of channel estimation. The fact that many

existing methods first estimate the channel response and then

design the equalizer makes them more sensitive to channel
order estimate. It should be stated, however, that the gemﬁ?d
performance of linear equalizers in GSM systems is muc
worse than standard nonlinear equalizers such as the Viterbi
algorithm. Linear blind equalizers cannot replace nonline
equalizers in practice. They should only be used when the
computation power of the receiver is severely limited and tH&d]
use of the computationally costly Viterbi algorithms become[§7]
unrealistic.

(18]

VI. CONCLUSION [19]

We developed a simple and effective column-anchored
zeroforcing blind equalization strategy for MIMO systemsj2oj
The CAZE algorithms rely on the SOS of the channel output
signals. They do not rely on channel order estimate, as m ¥
other SOS algorithms do, and they are less sensitive to errors
in the channel matrix rank estimate. The receiver may presel zczt]
any block ofd columns in the channel convolution matrix. Th
algorithm development is very simple and easy to implement.

Viterbi algorithm.
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