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Abstract. One of the key challenges in the design of bandwidth allocation policies for a multi-services mobile cellular network is to
guarantee the potentially different Quality of Service (QoS) requirement from diverse applications, while at the same to ensure that the
scarce bandwidth be utilized efficiently. Complete Sharing (CS) and Dynamic Partition (DP) schemes have been shown as viable techniques
for managing the bandwidth. However, there has been no study that compares their respective performance, which is the focus of this paper.
Specifically, in this paper, through both analysis and simulation, we demonstrate that both schemes can achieve comparable performance
by proper manipulation of control parameters. The tradeoff is that DP scheme can more easily achieve the target QoS requirement, at the
expense of some over-provisioning, thus can potentially lead to less channel efficiency when comparing to a CS based scheme.
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1. Introduction

We have recently witnessed phenomenal growth in the de-
velopment and deployment of wireless services, evident from
the proliferation of cellular data services and the emerging
wireless multimedia applications. This opens up a new re-
search avenue and calls for the re-examination of some of
the fundamental issues in wireless cellular networks. Vari-
ous issues such as QoS guarantee have to be carefully ex-
amined. One of the key elements in providing QoS guar-
antee is an effective bandwidth allocation policy, which not
only has to ensure that the system guarantee potentially dif-
ferent QoS requirements and provide the necessary service
differentiation from diverse applications, but at the same time
has to fully utilize the scarce wireless bandwidth available in
the wireless cellular networks. Moving from a voice-centric
macro-cell wireless network to a multi-services micro-cell
or/and pico-cell wireless network brings several new chal-
lenges: (1) the characteristics of data and multimedia appli-
cations are typically different from that of voice, e.g., data
traffic usually consumes more bandwidths than that of voice,
but can be adaptive, thus has less stringent service require-
ment; (2) the limited wireless resources have to be utilized ef-
fectively, and fairly allocated to different types of traffic with
potentially different service requirements and service differ-
entiation; (3) smaller cell potentially results in more hand-
offs, making it more difficult to provide the necessary QoS
guarantee.
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Bandwidth allocation has been extensively studied in
single-service wireless cellular networks. The Guarded Chan-
nel (GC) schemes have been shown to be effective for provid-
ing the necessary QoS guarantee in terms of both call termi-
nation and call blocking probabilities [5,10,14,16]. One of
the challenges in moving to a multi-service system is that the
limited bandwidth has to be shared among multiple traffics.
In [2] a Complete Sharing (CS) and Complete Partition (CP)
schemes were investigated for two types of traffic, namely
narrow-band and wideband. It assumed that wideband traf-
fic does not have handoff. Huang et al. proposed a movable
boundary allocation scheme for voice and data traffic [6], in
which bandwidth is divided into two sub-pools by two thresh-
olds that can be dynamically adjusted. This facilitates the
bandwidth provisioning for different QoS requirements and is
adaptive to the changing traffic. The limitations are that both
voice and data require the same bandwidth, and there is no
service differentiation between voice new calls and handoff.

To the best of our knowledge, there has been no compara-
tive study that investigates the performance of different band-
width allocation schemes for multi-service wireless cellular
networks. This is the focus of this paper. Specifically, we
are interested in obtaining the quantitative performance mea-
sures for different bandwidth allocation schemes. Although
our analysis in this paper focuses on two traffic types, but the
derivation and conclusions also provide insight for arbitrary
number of traffic types.

A variety of bandwidth allocation schemes have been pro-
posed to support multiple traffics, which can be classified as
Complete Fartitioning (CP), Complete Sharing (CS) or hy-
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brid schemes, depending on how the bandwidth are allocated
among diverse traffic. In this paper, we first extend the mov-
able boundary scheme [6] to consider different bandwidth
consumption by the two traffic types, referred as Dynamic
Partition (DP). We compare this with a CS scheme we pro-
posed in [15,17], called Dual Threshold Bandwidth Reserva-
tion (DTBR). We compare their respective performance us-
ing both analysis and simulation. The study reveals a number
of interesting observations and provides insight in searching
more suitable bandwidth allocation schemes.

The rest of the paper is organized as follow. We describe
the DP and DTBR schemes in section 2. We present the ana-
lytical models in section 3, following by the numerical studies
in section 4. We conclude the paper in section 5 with discus-
sions on possible avenue for further study.

2. Bandwidth allocation strategies

We assume that each cell have a total of C channels. The
bandwidth requirements for voice calls and data calls are fixed
as 1 and B units, respectively.

2.1. Dynamic partition (DP) scheme

In [6], Haung et al. proposed a voice and data integrated
system with finite buffers, in which bandwidths assigned to
voice and data are separated (i.e., complete partition). The
unique feature of this scheme is that the boundary for the par-
tition is “movable”, thus can effectively deal with the traf-
fic changes in the system. In this scheme, however, handoff
calls were not differentiated form new calls, thus the strict
requirement of handoff dropping probability cannot be met.
Furthermore it was assumed that the data requires one unit
of bandwidth. We extend the movable boundary scheme to
differentiate handoff calls and further take into account the
different bandwidth requirement. In the new scheme, called
Dynamic Partition (DP) scheme (see figure 1(a)), among C
channels, K channels (voice-only-area) are reserved exclu-
sively for new/handoff voice calls and K, channels (data-
only-area) are reserved exclusively for new/handoff data calls.
The other (C — K1 — K»>) channels (shared-area) are fairly
shared by both voice and data calls. In order to maintain a
low handoff dropping probability for voice calls, we further
restrict that new voice calls can only use the K3 out of K;
voice channels (i.e., Guarded Channel policy). But handoff
voice calls can use all the K; channels. The admission con-
trol of DP scheme is described as below.

Voice call will be firstly arranged into voice-only-area. If
there is no available channel there, it should then be directed
into shared-area. On the other hand, data call will be firstly
arranged into data-only-area. If the available channels there
cannot accommodate it, it should then be directed into shared-
area. When a handoff voice call arrive, if there is no channel
available in both the voice only area and the shared area, it
will be dropped. When a new voice call arrive, if the number
of channel occupancy exceeds the threshold K3 in the voice
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Figure 1. (a) DP control schema. (b) DTBR control schema.

only area and there is no idle channel in the shared area, it will
be rejected. When a data call (new or handoff) arrive, if the
number of idle channels in the data only area or in the shared
area is less than B, it will be blocked.

2.2. Dual-threshold bandwidth reservation (DTBR)

The rationale for adopting a CS approach in the proposed
Dual-Threshold Bandwidth Reservation (DTBR) scheme
[15,17] (see figure 1(b)) is that it can achieve the maximum
channel efficiency, while at the same time still being able
to provide service guarantee and differentiation from diverse
traffic. In the DTBR scheme, C channels of each cell are di-
vided into three regions by two thresholds K1 and K>. When
the number of channels occupied is less than the threshold
K>, then both data and voice traffic can be admitted into the
system; when the number of channels occupied is over the
threshold K>, no data traffic is allowed; when the number of
channels occupied is more than the threshold K, then only
handoff voice calls can be allowed. The handoff voice call
will be dropped only if there is no channel available. Under
this basic control model, the handoff voice gets highest pri-
ority, while data receives lowest service. The reason is that
the data traffic can tolerate certain degree of service degra-
dation, while voice cannot. There can be a number of vari-
ations using this basic model, for example, whether or not
to use a queue to further buffer the handoff request when
the requested channels are not available [15]. This has been
shown to reduce the handoff dropping probability [5,10]. In
this study, for simplicity and for fair comparison with the
DP scheme, we only consider the DTBR scheme without
queuing.
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3. Performance analysis

We consider a homogeneous wireless network where all cells
have the same number of channels and experience the same
new and handoff call arrival rates. In each cell, the arrivals
of new voice calls, new data calls, handoff voice calls and
handoff data calls are Poisson distributed with arrival rate
Avn, Adn, Avh and Agp, respectively. Thus the total voice call
arrival rate and data call arrival rate are Ay = Ayn + Ayh
and Ag = Xdn + Adn, respectively. Since data can usually
tolerate some degree of service degradation, new data calls
and handoff data calls are not distinguished. Call duration
times or call holding times of voice and data are exponen-
tially distributed with the average call duration time 1/t
and 1/pgr. In addition, the handoff voice and the handoff
data are exponentially distributed with mean v, and pgp, re-
spectively. This set of assumptions have been found reason-
able as long as the number of mobiles is much larger than
the number of channels in a cell, and have been widely used
in literature [2,5,6,10,14—17]. The exponential call holding
time has also been shown to be valid for a wide range of sys-
tems [3,4,12]. In this paper, for simplifying notations, we
assume K> is a multiple of B.

3.1. Dynamic partition scheme

Scheme DP can be modeled as a three-dimensional Markov
chain. It is ergodic [8] if pg < (C — K1)/B. Let Pjji
be the steady probability that there are i new voice calls,
j handoff voice calls and k data calls in the system. Let
[x] denote the greatest integer less than or equal to x. The
steady-state balance equations of DP scheme are shown as
below.

Casel. Ifi =j=k=0,then

(Ay + Ad) Pooo = py Proo + v Poro + Bua Poor. (1)

Case2. IfO<i+j<Kjand0O<k < [(C—Ky)/B],or
Ki<i4+j<C—-Kyand0 <k < [(C—1i—j)/B],all
voice calls (new and handoff) and data calls will be accepted,
thus we have
(Avn + Ayh + Ad +ipy + juy + kBua) Piji
=0+ DuvPiy,jk+ G+ DivPjrik
+ (k+ 1D)BuaPijr+1 + A Pi-1,jk +AvnPij—1k
+ XdPijr-1. ()

Case3. If0<i+ j < Kzandk = [(C — K)/B], voice
calls (new and handoff) will be accepted, but data calls will
be rejected, thus we have
(Avn + Ayh +ipty + juy + kBuq) Piji
=+ DuvPiv1,jk + (G + Dy Pij1.k + Avn Pi-1, jk
+ AynPij 1k + AdPij k1. (3

Cased4. It Kz <i+j< Kjandk =[(C — K1)/B7, only
handoff voice calls will be accepted, new voice calls and data

calls will be rejected, thus we have

(Avh + ipty + jpy + kBpua) Pijk
=+ DuvPijrie+AmPio1jk +AvnPij-1k
+ XdPij 1. “4)

Case5. Ifi+ j=Kiandk = [(C — K1)/B],or K| <
i+j<C—Kyandk =[(C—i—j)/Bl,ori+j=C—K>,
and k = K> /B, all new/handoff voice calls and data calls will
be rejected, thus we have

Gy + juy + kBuq) Pijk
= AwnPi-1,jk + A Pij—1.k + AdPijk—1.  (5)

Case 6. Ifi+ j=C — Kyandk < K;/B, data calls will
be accepted, but new and handoff voice calls will be rejected,
thus we have

(A +ipy + juv + kBud) Pijk
= (k+ DBuaPiji+1 + AnPi—1,jk + AvnPij—1.k
+ AdPijk—1- (6)

Above balance equations can be solved by a recursive tech-
nique developed by Herzog et al. [7], which is based on the
typical feature of Chapman—Kolmogoroff equations that there
exist a subset of the state probabilities, called them bound-
aries, and all other states can be expressed as a linear com-
bination of boundary states. The basic idea of this technique
is to choose the boundaries first and to derive the expressions
for all remaining state probabilities as functions of the bound-
ary values, and then solve a reduced system of equations for
these boundaries. After that, determine all state probabili-
ties by means of the boundaries. This has been shown to be
suitable for solving a wide class of queuing problems. Com-
pared with traditional matrix inversion technique, computer
time and/or memory requirement can be reduced significantly
in this technique.

Detailed calculation is given below. Choose state proba-
bilities P;jo ( = 0,1,...,C — K1 — K, + K3 and j = 0,
1,...,C — K3) as the boundaries. We introduce following
substitution as in [7]

C—K|—K>)+K3 C—K;

Pi= Y. Y ChiPyo @
B=0 y=0
with
gy |1 ifi=pBandj=vy,
Cijo—{o ifitBorjty. ®)

The coefficients Cg’,: can be solved recursively. First,
rewrite the balance equation in a general format:

Dijk = E(A}jkpi—l,jk + AizjkPi+l,jk + A?jkPi,j—l,k
ij

+ A?jk Pijrik+ AfjkPij,k—l + A?jkPij,kH)
9)
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where B, Ag/jk (y = 1,...,6) can be obtained from equa-
tions (1)—(6) accordingly. After some manipulation, P;j; can
be expressed as linear combinations of P,s; where ¢ < k, thus
we have

1
Dijk = (Bijk—1Pijk—1 — Ajj -1 Pi-1,jk—1

6
Ajj k-1
2
- Aij,k—IPi+l,j,k—1)
1
3 4 -
~AS (Aij,k—lpi,j—l,k—l + A k-1 Pij+ k-1
ijk—1

+ A} 41 Pijk-2). (10)

Substituting all state probabilities in equation (10) accord-
ing to equation (7), we have

By _ B By 1 By

Cijk T A6 (Blbk—lcij,k—l - Aij,k—lci—l,j,k—l

ijk—1
ijk=1%"i+1,j,k—1

1

3 By 4 By

6 (Aij,k—lci,j—l,k—l + A 1Ch k-
ijk—1
5 By
+ Aij,k—lcij,k—z)' (11

Then, for every fixed pair of (8, y), where =0, 1,...,C —
Ki—K)+Kzandy =0,1,...,C — K>, Cg’; can be deter-
mined by solving linear equations (10) recursively by assum-
ing Pgyo =l and P;jo =0fori # Borj #y.

After obtaining all coefficients Cé}:, the boundaries state
probabilities can be determined by solving reduced system of
(C - K1 — K>+ K3) x (C — K3) independent equations along
with the normalizing condition,

Xi:ZXk:Pﬁk =1.

Having solved the boundaries, all steady state probabilities
Piji can be determined from equation (7). Thus, the voice
call blocking probability Pyp, the handoff voice call dropping
probability Pyq, the data call blocking probability Pgp, and the
total channel utilization npp can be derived as below:

Pyp = Z Piji + Z Piji + Z Pijik,
K3<i+j<Kj, K| <i+j<C—K, i+j=C—Ky,
k=[(C—K})/B] k=[(C—i—j)/B] k<K,/B

(12)
Py = Z Pijk + Z Pijr + Z Pijk,
i+j=Kq, K| <i+j<C—K, i+j=C—Ky,
k=[(C—K1)/B] k=[(C—i—j)/B] k<K/B
(13)

Po= > Pp+ Y Py (14)
0<i+j<K], K| <i<C—Kj,
k=[(C—K1)/B] k=[(C—i—j)/B]

1 C—K|—K»+K3 C—K, [(C—K1)/B]
I S S SN REN
i—0 j=0 k=0

5)

LIET AL.

3.2. Complete sharing scheme DTBR

Scheme DTBR can be modeled as a two-dimensional Markov
chain. It is ergodic [8] if pg < K2/B. Let P;; be the steady
probability that there are i voice (new and handoff) calls and
J data calls in the system. The steady-state balance equations
of DTBR scheme are shown as below.

If j # K»/B:
0 ifi+jB>C,
AnPioi
STl e 4 jB =,
ipy + jBud

G+ DuyPiy1,j +AnPi1,j + (G +1DBuraPi j+1
Avh +ipy + jBud
ifKi <i+jB <C,
G+ DuyPit1,j +AvPic1j + (G +DBuabi j+
Avh +ipy + jBug
ifi +jB = K,
G+ DuyPit1,j +AvPic1j + (G +DBuab; j+1
Ay +ipy + jBug
ifKy <i+jB <K,
(G + DpyPis1j+ A Pio1j+ G+ DBuraPi jr1
+ AaP;j—1) oy +ipy + jBua)™!
ifi + jB = Ko,
(G+ DuyPis1,j + Pim1j+ (G + DBraPijt
+ AP j-1) (O +ipy + jBua+ ra)”!
if0<i+jB < Ka,
(@ + DuyPro+ BuaPi1
Av+Ad
0 ifi <Oorj<0.

ifi=0and j =0,

(16)
If j = K»/B:
0 ifi > C — K»,
AvhPi—1,j
iy + jBud
i+ DpuyPiv1,j +AvnPio1j
Avh + iy + jBug
ifKi — Ky <i <C— Ky,
@+ DuyPigr,j+AvPiz1j
Avh +ipy + jBug
@+ DuyPig1,j+AvPiz1j

ifi =C — Ky,

ifi = K1 — K>,

if0<i < K| — K>,

Av +ipy + jBug
@+ 1)MvPi+1:j +AdPij-1 iti—o,
Ay + jBd
0 ifi <O.

17)

Similarly, these balance equations can be solved recur-
sively as in section 3.1. After obtaining all the steady state
probabilities P;;, the voice call blocking probability Pyp, the
handoff voice call dropping probability P,q, the data call
blocking probability Pg, and the total channel utilization
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NDTBR can be derived as below:

i+jB=C

Py = Z Pij,

i+jB>K

Py = Z Pij,
i+jB=C
i+jB=C

Pap = Z P,

i+jB>K,
C K>/B,. .
S G+ iB)P;
= .

(18)

19)

(20)

IDTBR = (21)

4. Numerical results and remarks

In this section, we present numerical results and compare the
above two schemes. In order to validate the accuracy of the
analysis, we also develop an event-driven simulation. The
system performance parameters considered in this paper are
handoff voice call dropping probability, voice call blocking
probability, data call blocking probability and overall chan-
nel utilization. We consider the following system configura-
tion. The total channel number C of each cell is set to be 30
and the bandwidth requirement of data calls B is set to be 2.
The data call intensity pq is set to be 7, with the average ar-
rival rate of A4 = 0.007 s~! and the average service rate of
ia = 0.001 s~!. This is reasonable for typical Internet type
of traffic [1]. For voice call, the average service rate is as-
sumed to be py = 0.0083 s~!, while the voice call intensity
can vary from 6 to 16. To alleviate the transient effect, the
simulation was run for a long duration in order to reach the
steady state, and the system performance measures were ob-
tained by averaging over the results of 10 independent rounds
of simulations.

One of the key QoS measures in wireless cellular net-
works is the handoff voice call dropping probability. As
dropping a call in progress generally have more negative im-
pact from user’s perception than blocking a newly requested
call. Thus, in order to compare the performance of DP and
DTBR scheme, we set the target of the handoff voice call
dropping probability to be 1073 [16], and study the system
performance under a wide range of call intensity. Another
important performance measure is the total channel utiliza-
tion of the system. This is because in wireless cellular net-
works, radio resources are scarce compared with its wire-line
counterparts. So, a good bandwidth allocation scheme should
provide QoS guarantee while at the same time has to fully
utilize the scarce wireless bandwidth available in the wireless
cellular networks.

We first present the performances of DP allocation scheme
with different sets of thresholds (K, K2, K3) that can guar-
antee target handoff voice call dropping probability (1073) at
py = 16. Then we choose the set of (K1, K>, K3) that can
achieve the highest channel utilization as the representative to
compare the performance with DTBR schemes having differ-
ent (K1, K») values.

4.1. Performances of DP scheme

For DP allocation scheme to be ergodic under given system
configuration, threshold K should be less than K {“"”‘, where
K™ = C —2pg = 16. Figures 2-5 illustrate the perfor-
mances of DP scheme when Ay, = 0.2Ay (i.e., lower user mo-
bility), while figures 6-9 plot the performances of DP scheme
when Ayy, = 0.4Xy (i.e., higher user mobility).

Figure 2 indicates that, in order to maintain the target hand-
off voice call dropping probability of 1073 at py = 16, certain
amount of channels (K1) needs to be designated exclusively
for voice calls. But due to the nature of complete partition,
these voice only channels cannot be shared by data calls, thus
when the voice call intensity is low, much lower handoff voice
call dropping probability can be achieved.

Figure 3 presents the average channel utilization of DP
scheme. It shows that, among all the sets of (K1, K2, K3)
parameters, those sets with K» = 0 (that is, no channels are
reserved for data calls) always have higher channel utilization
than other sets of (K, K2, K3) parameters. The reason is
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that, when K, = 0, except those channels needed to keep the
stringent target voice QoS, all other channels can be shared
by voice and data calls, thus leads to high channel utilization,
especially under heavy traffic loads.

Figure 3 further shows that among the cases of K, = 0,
the case with (K| = 15, K» = 0, K3 = 12) can achieve the
highest channel utilization when the traffic intensity is high.
This is because in this case only K1 — K3 = 3 channels are
reserved exclusively for handoff voice calls; while in other
cases, more than 3 channels need to be reserved for handoff
voice calls to maintain target QoS. Thus in the case of (K1 =
15, K» = 0, K3 = 12), more channels (C — K; — K, +
K3 = 27 in this case) can be used by new voice calls, which
leads to relative higher channel utilization. On the other hand,
when the voice call intensity is low, the case of (K} = 15,
K> = 0, K3 = 12) provides much more channels (15 in this
case) than handoff voice calls can need, thus leads to relative
lower channel utilization compared to other cases. But this
phenomenal can not be observed when there are more handoff
voice calls (Ayp, = 0.4X,) as indicated in figure 7. (There, DP
scheme with parameters (K1 = 15, K» = 0, K3 = 8) has the
highest channel utilization than other cases under the whole
traffic intensities considered.)

Figure 4 illustrates that, by keeping constant of K value,
data call blocking probability decrease as the increase of K»
value. This is because as the increase of K, value, more chan-
nels can be used exclusively by data calls. On the contrary,
figure 5 illustrates that, by keeping constant of K value, new
voice call blocking probability increase as the increase of K>
value. This is because as the increase of K, value, fewer chan-
nels can be shared by voice calls. Figure 5 also indicates that,
DP scheme with (K| = 15, K» = 0, K3 = 12) has the lowest
new voice call blocking probability. The reason is that, in this
case, C — K1 — K> + K3 = 27 channels can be used by new
voice calls. While in all other cases, fewer channels can be
used by new voice calls.

For DP scheme with higher user mobility (i.e., Ay, =
0.4)y), similar results can also be obtained. These are il-
lustrated in figures 6-9. The only difference is the choice
of (K1, K>, K3) values. We can see from these figures that,
by keeping the target handoff voice call dropping probabil-
ity, DP scheme with (K; = 15, K = 0, K3 = 8) can
achieve the highest channel utilization when Ay, = 0.4A,.
Thus in following performance comparison between DP and
DTBR allocation schemes, only DP scheme with (K1 = 15,
K> =0, K3 = 12) (when Ay, = 0.2Ay) and DP scheme with
(K1 =15, Ky =0, K3 = 8) (when Ay, = 0.41,) are selected
as representative.

4.2. Performances of DTBR scheme and its comparison with
DP scheme

For DTBR allocation scheme to be ergodic under given sys-
tem configuration, K> should be great than Kg‘i“, where
Kénin = 2pq = 14. Thus in the determination of (K1, K»7)
values for DTBR scheme, we first set the values for K1, then

change the value of K, from high (K) to low (Ké“i“), till
the handoff voice call dropping probability equals to 1073 at
py = 16.

Figures 1013 depict the system performances of DTBR
control scheme (including DP as a comparison) when Ay, =
0.21,, while figures 14—17 plot the results when A,y = 0.4A,.

Figure 10 presents the handoff voice call dropping prob-
ability for DP and DTBR control schemes. It demonstrates
that, compared with DTBR scheme, DP scheme usually pro-
vides much lower handoff voice call dropping probability
when py is low. This is because in complete partition DP
scheme, those voice only channels needed to maintain tar-
get handoff voice call dropping probability at py = 16 cannot
be shared by data calls, thus results in an over-provisioning
of the bandwidth when py is low. On the contrary, in DTBR
scheme, no channels are dedicated to voice calls. Except those
(C — K3) channels needed to keep target handoff voice call
dropping probability at oy = 16, all other channels can be
shared statistically by voice calls and data calls. Thus when
voice call intensity becomes low, because there still exist im-
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Figure 10. Handoff voice call dropping probability of DP and DTBR schemes
when Ay = 0.24y.
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Figure 14. Handoff voice call blocking probability of DP and DTBR schemes
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pacts from data calls, handoff voice call dropping probability
cannot decrease rapidly.

Figure 11 presents the average channel utilization for DP
and DTBR control schemes. It shows that, among all the
cases of DTBR scheme (here for clarity we only present three
cases), DTBR with one threshold K; = K, = 27 has the
highest channel utilization. The reason is that, in this case, no
priority is given to new voice calls. Except a small amount of
channels (C — K> = 3 in this case) are reserved for handoff
voice calls to keep target QoS, all other available channels can
be shared by voice calls and data calls equally. Thus leads to
much higher channel utilization.

Figure 11 also indicates that, compared with the best
choice of DP scheme, DTBR with one threshold K| = K, =
27 has much higher channel utilization. The reason is that, in
DP scheme with (K1 = 15, K, = 0, K3 = 12), K| = 15
channels are designated exclusively for voice calls; data calls
can share only the remaining C — K; = 15 channels. While
in DTBR with K1 = K, = 27, only C — K> = 3 channels are
reserved for handoff voice calls, data calls can share all the
other 27 channels, thus leads to higher channel utilization.
This can further explain that DTBR with K1 = K> = 27 can
achieve the lowest data call blocking probability as observed
from figure 12.

The high channel utilization and low data call blocking
probability for DTBR with one threshold K1 = K, = 27
is obtained at the expense of higher new voice call blocking
probability, as indicated in figure 13. This is because in this
case, no channels are reserved for new voice calls (that is, no
priority is given to new voice calls). New voice calls have to
contend with handoff voice calls and data calls to get access.
On the other hand, because the other two DTBR cases re-
serve some channels for new voice calls, lower new voice call
blocking probability is achieved. Furthermore, because DP
with (K1 = 15, K» = 0, K3 = 12) achieves the lowest voice
call blocking probability among all sets of (K1, K2, K3) val-
ues (see figure 5), from figure 13 we can draw that DTBR
scheme with two thresholds can achieve much lower new
voice call blocking probability among all the cases of DP and
DTBR schemes.

When we increase Ay to 0.4, (i.e., higher user mobility),
similar results can be obtained. These are illustrated in fig-
ures 14—17. Noticeably the main difference is the selection of
the control thresholds in both schemes.

From the above results, in order to maintain the target
handoff voice call dropping probability under the given traffic
intensities, we can draw the following conclusions:

(1) DP scheme has the lowest handoff voice call dropping
probability and relative lower data call blocking probabil-
ity, while at the same time keeping relative higher channel
utilization.

(2) DTBR scheme with one threshold (i.e., there is no chan-
nel reserved for new voice call) can achieve the high-
est channel utilization and the lowest data call dropping
probability.

(3) If more stringent handoff voice call dropping probability
and voice call blocking probabilities are required, DTBR
schemes with two thresholds yield the best performance.
This is achieved at the expense of lower channel utiliza-
tion and potentially higher data call blocking probability.

5. Conclusion

In this paper, we study and compare the performance of two
bandwidth allocation schemes for multi-service cellular net-
work, namely Dynamic Partition (DP) and Dual-Threshold
Bandwidth Reservation (DTBR) schemes. From the results
obtained from both analysis and simulation, we can con-
clude that, by keeping the stringent handoff voice call drop-
ping probability under given traffic loads: (1) DP scheme al-
ways has the lowest handoff voice call dropping probability;
(2) DTBR scheme with one threshold can achieve the highest
channel utilization and the lowest data call blocking proba-
bility; (3) DTBR scheme with two thresholds can achieve the
lower new voice call blocking probability.

There are a number of issues that will be addressed in our
future research: (1) The bandwidth allocation schemes dis-
cussed in this paper are static. However as shown in [13,16],
dynamic schemes can always achieve better performance.
(2) The handoff rates for both voice and data following con-
vention have been assumed given, as there lacks adequate
model that can derive handoff rates based on other parameters
such as new call arrival rates and mobility, similar to those
in [12]. We are currently working on the dynamic control
policy based on the DP scheme, and the online parameters
estimation algorithm proposed in [11] seems to be a viable
technique. Finally, we will be considering more realistic data
arrival using TCP traffic, and exploring the self-similar be-
havior of the data arrival observed first in wired Ethernet net-
works [9] and then in wireless cellular data networks [1].
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